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Chatbot Use On The 
Rise

Gartner, the usage of chatbots (called 
virtual customer assistants by Gartner) 
will triple through 2019 as enterprises 
seek to increase customer satisfaction 
and reduce operating costs.
Source: “Seven Decision Points for Success with Virtual Customer Assistants,” 
Gartner, July 26, 2016.
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Can I book a room tonight?

Hi Kashif, we have a room 
available tonight, room rate 

$379.  



Chatbot Rudiments
Talkbot, Chatterbot, Bot, Chatterbox, Artificial Conversational Entity?
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A chatbot (also known as a talkbot, chatterbot, Bot, chatterbox, Artificial 
Conversational Entity) is a computer program which conducts 
a conversation via auditory or textual methods. – Wikipedia
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“A chatbot is a service, powered by rules and sometimes artificial 

intelligence, that we interact with through a chat interface.”

“Chatbot” refers to a broad range of technologies 
that allow consumers to use a conversational 
interface to accomplish tasks.
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Source: drift.com



The term "ChatterBot" was originally coined by Michael Mauldin (creator 
of the first Verbot, Julia) in 1994 to describe these conversational programs 
– Wikipedia
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https://en.wikipedia.org/wiki/Michael_Loren_Mauldin
https://en.wikipedia.org/wiki/Verbot


Today, chatbots are part of virtual assistants such as Google Assistant, and 
are accessed via many organizations' apps, websites, and on instant 
messaging platforms such as Facebook Messenger – Wikipedia
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https://en.wikipedia.org/wiki/Virtual_assistant_(artificial_intelligence)
https://en.wikipedia.org/wiki/Google_Assistant
https://en.wikipedia.org/wiki/Instant_messaging
https://en.wikipedia.org/wiki/Facebook_Messenger


Examples of Chat Bots
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Weather bot. Get the weather whenever you ask.

11



Grocery bot. Help me pick out and order groceries for the 
week.
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News bot. Ask it to tell you when ever something 
interesting happens.
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CNN Chatbot on Facebook



Personal finance bot. It helps me manage 
money better.
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Life advice bot. I’ll tell it my 
problems and it helps me think 
of solutions.
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Scheduling bot. Get me a meeting 
with someone on the Support team 
at …..
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A bot that’s your friend. In China there is a bot 
called Xiaoice, that over 20 million people talk 
to…
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Bots are created with a purpose.

A retail store will likely want to create a bot that helps you 
purchase something, where someone like Services org might 
create a bot that can answer customer support questions.



How do they engage with customers?
You start to interact with a chatbot by sending it a message

• Proactive: Intelligent chatbots can 
operate in real time and predict 
customer intentions—offering specific 
help when they detect that a customer 
may need assistance. For example, a 
client has visited several mortgage 
pages and pauses on a specific page 
whereby the chatbot can proactively 
engage the client. 
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Reactive: Customers 
can select chatbots
from a menu or a 
button on a web 
page or in a mobile 
app. Other 
approaches include 
chatbots as 
“listeners” (for 
example, twitter, 
Facebook, or SMS) 
that react to 
inquiries as 
customers enter 
these channels.



How Chatbots Work

Chatbot that functions based on rules:

• This bot is very very limited. It can only respond to very specific 
commands. If you say the wrong thing, it doesn’t know what you mean.

• This bot is only as smart as it is programmed to be.

Chatbot that functions using machine learning:

• This bot has an artificial brain AKA artificial intelligence. You don’t have to 
be ridiculously specific when you are talking to it. It understands language, 
not just commands.

• This bot continuously gets smarter as it learns from conversations it has 
with people.
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Simple 
Chatbot

Intelligent 
Chatbot



How an Intelligent Chatbot Works...
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1. Captures data in real time

2. Uses internal data

3. Combines data to predict customer intentions

4. The chatbot develops 

5. Engages customers

6. Understands what is said

7. Formulates a response

8. Determines follow-up actions

Reference: Your Best Agent Is a Chatbot by www.247-inc.com



What are the stages of Chatbot Maturity? 
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Reference: Your Best Agent Is a Chatbot by www.247-inc.com



Chatbot Maturity 
Framework

Informational

• Natural Language maps 
user request to simple 
intent 

• Intent maps to the best 
response in the content 
data base 
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Personalized 

• Presents user-specific 
responses by connecting 
to enterprise systems 

• Personalized responses 
include results from back-
end systems (e.g., CRM) 

• Clarifies user intent using 
menus or simple 
questions 

Transactional 

• Emulates human 
conversation and 
understands context to 
complete transactions 

• Executes transactions on 
behalf of user 

• Handles complex intents 

• Expedites resolution 
through proactive service 

Referecne:Your Best Agent Is a Chatbot by www.247-inc.com



Drivers for deploying Enterprise Chatbots?

1. Changing customer expectations

2. Decreasing customer satisfaction

3. Losing sales

4. Increasing volume

5. Reducing operating costs

6. Increasing visibility
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Reference: Your Best Agent Is a Chatbot by www.247-inc.com



Source: Business Insider
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Pattern matchers

• Early chatbots used pattern matching to classify text and produce a 
response. This is often referred to as “brute force” as the author of 
the system needs to describe every pattern for which there is a 
response.

• A standard structure for these patterns is “AIML” (artificial intelligence 
markup language). Its use of the term “artificial intelligence” is quite 
an embellishment, but that’s another story.
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https://medium.com/@gk_/the-ai-label-is-bullshit-559b171867ff


Algorithms

• The brute-force mechanism is daunting: for each unique input a pattern 
must be available to specify a response. This creates a hierarchical 
structure of patterns, the inspiration for the idiom “rats nest”.

• To reduce the classifier to a more manageable machine, we can approach 
the work algorithmically, that is to say: we can build an equation for it. 
This is what computer scientists call a “reductionist” approach: the 
problem is reduced so that the solution is simplified.

• A classic text classification algorithm is called “Multinomial Naive 
Bayes”, taught in courses at Stanford and elsewhere. Here is the equation:
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http://nlp.stanford.edu/IR-book/pdf/13bayes.pdf


Neural Networks
• Artificial neural networks, invented in the 1940’s, are a way of calculating 

an output from an input (a classification) using weighted connections 
(“synapses”) that are calculated from repeated iterations through training 
data. Each pass through the training data alters the weights such that the 
neural network produces the output with greater “accuracy” (lower error 
rate).
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Retrieval-based vs. Generative models
Retrieval-based models (easier) use a repository of predefined responses and some kind 
of heuristic to pick an appropriate response based on the input and context. The 
heuristic could be as simple as a rule-based expression match, or as complex as an 
ensemble of Machine Learning classifiers. These systems don’t generate any new text, 
they just pick a response from a fixed set.

Generative models (harder) don’t rely on pre-defined responses. They generate new 
responses from scratch. Generative models are typically based on Machine Translation 
techniques, but instead of translating from one language to another, we “translate” 
from an input to an output (response)

30https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



Generative models
• Generative models are the future of chatbots, they make bots smarter. 

This approach is not widely used by chatbot developers, it is mostly in the 
labs now.
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https://hackernoon.com/chatbot-architecture-496f5bf820ed



Retrieval-based models
• Retrieval-based models are much easier to build. They also provide more 

predictable results. You probably won’t get 100% accuracy of responses, 
but at least you know all possible responses and can make sure that there 
are no inappropriate or grammatically incorrect responses.

• Retrieval-based models are more practical at the moment, many 
algorithms and APIs are readily available for developers.
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https://hackernoon.com/chatbot-architecture-496f5bf820ed



Open domain vs. Closed domain
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https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c
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Example: Airport Wifi Bot



Natural language processing (NLP) 



Natural language processing (NLP) is a field of computer 
science, artificial intelligence and computational 
linguistics concerned with the interactions 
between computers and human (natural) languages, and, in 
particular, concerned with programming computers to 
fruitfully process large natural language corpora. Wikipedia
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https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Computational_linguistics
https://en.wikipedia.org/wiki/Computer
https://en.wikipedia.org/wiki/Natural_language
https://en.wikipedia.org/wiki/Corpus_linguistics


The process of NLP consists of roughly 
5 steps.

1 / The first step is lexical analysis. The lexicon of a language is, simply put, a collection of words 
and phrases in a language. As a first step, the computer will thus analyse the text and divide it 
into paragraphs, sentences and words.
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http://www.icapps.com/the-linguistics-behind-chatbots/

Example of lexical analysis



The process of NLP consists of roughly 
5 steps.

2 / The second step is the syntactic analysis: the computer analyses the grammatical role of each 
word in a sentence and identifies the relationship between each word. This is something you 
probably learned in school: what is the subject of the sentence? Is there a predicate?
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http://www.icapps.com/the-linguistics-behind-chatbots/

Example of syntactic analysis



The process of NLP consists of roughly 
5 steps.

3 / In the third step, the semantic analysis, the computer checks the intrinsic meaning of the words, so that 
means looking up the meaning of the words as stated in the dictionary. A word can have several meanings, so 
the computer also needs to map this with the syntactic structures analysed in the previous step to derive the 
correct meaning.
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http://www.icapps.com/the-linguistics-behind-chatbots/

Example of different meanings of a word. Source: Oxford Dictionaries



The process of NLP consists of roughly 
5 steps.

4 / The fourth step is discourse integration, which means looking at the meaning of a sentence 
compared to the sentence that comes before it. We can assume that there is cohesion between 
the different sentences in a text, so NLP must also take this into account.
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http://www.icapps.com/the-linguistics-behind-chatbots/

Example of discourse integration



The process of NLP consists of roughly 
5 steps.

5 / Finally, there is the pragmatic analysis, which is also the most difficult step for a computer. The pragmatic analysis involves re-
interpreting what is said as what was actually meant. This involves taking knowledge from the real world into account because as
humans, what we say is not always what we mean. Take for example the sentence: “There’s beer in the fridge”. If you say this to a 
guest entering your house, you are not simply describing the contents of your fridge, you are actually offering them a drink. This 
ambiguity is hard for a computer to handle.
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http://www.icapps.com/the-linguistics-behind-chatbots/

Example of discourse integration



Machine Learning
Machine learning makes bots smarter

Machine learning (ML) can be defined as an algorithm of making systems learn, by using 
observations or past experience. Instead of hand-coding large sets of rules, NLP can rely on ML to 
automatically learn these rules by analysing a corpus. A corpus can be a book, news articles, reports 
or even conversations. If a bot contains algorithms for machine learning, it becomes smarter the 
more people talk to it.
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Rise of the Chatbot Economy



45



Millennials don’t use email

THEN
Email / Semi-inflexible 

messaging tools

NOW
Slack, FB Messenger, WhatsApp, 

Instagram, Snapchat, WeChat
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Gartner Hype Cycle

• Machine Learning

• Natural-Language question 
answering
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Gartner predicts that artificial 
intelligence will amount for 85% of 
customer relationships by 2020
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http://venturebeat.com/2017/02/01/are-chatbots-more-conversational-or-controversial/


A McKinsey survey from 2015 
estimated that digital-care channels 
(e.g. web chat, social media, and 
email) accounted for 30 percent of 
customer-care interactions and that 
by 2020 it is expected to grow to 48 
percent.
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http://www.mckinsey.com/business-functions/operations/our-insights/winning-the-expectations-game-in-customer-care


51



Chatbots – the virtual customer 
service assistant
2016 witnessed many retailers experimenting with their own virtual chatbots and in 
total, 34,000 different bots have emerged. Chatbots, powered by a combination of 
machine learning, natural language processing, and live operators, can provide customer 
service, sales support and make suggestions for what to buy at a much greater level of 
detail than ever before.

52

http://venturebeat.com/2017/01/18/a-research-scientist-made-an-alexa-skill-for-keeping-up-with-machine-learning-papers-on-arxiv/
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SO YOU WANT TO BUILD YOUR 
OWN ?
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